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Executive Summary 

In today’s data-driven environment, the quality of data analysis is not merely influenced by the volume of data available 

but significantly by the nature, structure, and context. This document delineates a sophisticated and novel approach 

to transforming data by leveraging psychometrically sound and tested concepts, and applying them to the latest 

technologies and systems. The results of this approach to transform (and potentially re-use) data are not only reliable 

but, and this is different to most other AI systems, transparent in their process.  

In this paper, we begin by exploring the concept of sustainable productivity, which is rooted in Positive Psychology. 

This framework emphasises the necessity for organisations to maintain a continuous stream of information, 

underscoring the pivotal role data plays in modern business environments. To address this need, Welliba provides 

companies with sophisticated dashboards designed to consolidate critical information. This enables organisations to 

stay abreast of the most pertinent data, ensuring that their decision-making processes are informed by the most 

relevant and up-to-date insights. 

Thereafter, the idea of why passive data is being used to capture concepts of Employee Experience is explained. 

Notably, external data (data available outside the company in focus) is already available and additional data collection 

efforts can be minimised. However, due to the unknown structure and sources, specific steps need to be followed so 

that any data point can be further processed and incorporated in analysing steps. 

In the following section, we introduce qualitative content analysis based on the work of Mayring. This renowned 

framework in psychometrics is often utilised to analyse large volumes of content-heavy text gathered in an 

unstructured manner. We elevate this concept to the next stage so that latest technologies can be applied and tedious, 

labour-intensive tasks can be automated. 

In order to avoid entering a black-box environment where systems analyse data and the individual steps become 

unknown to the administrator or user, we employ the 'Expert-in-the-box' framework and provide the reader with a 

brief overview of this principle. Preuß and Justenhoven have developed and leveraged this framework  for over a 

decade now, applying it in a multitude of practical systems and released products, such as patents and employee 

selection tools (see US Patent No. 11093901). Welliba’s system is designed to incorporate the Expert-in-the-box 

principle in its very core, ensuring that all our AI systems are configured accordingly.  

Given the nature of the developed content analysis framework, the primary AI systems that need to be leveraged to 

automate the process are Large Language Models (LLMs). Thus, we introduce the general approach and explain the 

functional level of LLMs. A brief account is also provided about the possibilities and how to apply specific functionalities 

of LLMs to the developed content analysis approach.  

Lastly, as is standard practice for psychologists, it is necessary to map the reduced information to a standardised model 

that encompasses the relevant concepts, which in this case is Employee Experience and all  of its sub-facets. The 

fundamental concept addressed here pertains to the measurement process itself, which, by definition, involves the 

systematic allocation of numerical values to the attributes of a variable. As this is a rather straight-forward procedure 

but nevertheless relevant to the overall flow, we summarise this in the last section. Overall, our document outlines a 

comprehensive framework for using external data to gain insights about a company’s Employee Experience or related 

constructs, setting the stage for extracting maximum utility from collected data while ensuring the integrity and 

relevance of the insights derived. This methodical approach, rooted in psychometrics and propelled to the next level 

by the latest AI technologies, ensures that the process maintains a high standards of quality, transparency, and 

reliability.  
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Managing Sustainable Productivity 

In the competitive landscape of business, the drive towards 

optimising workforce productivity is a central goal for any 

organisation aiming for longevity and success. This section 

explores the concept of sustainable productivity - a holistic 

approach that seeks not just to amplify output but to 

cultivate a work environment that continuously supports 

employee well-being and the organisation's long-term 

objectives. 

 

Sustainable productivity is about effectively synchronising the growth of the organisation with the well -

being of it’s employees. It's not just about pushing for more hours or faster outputs. Instead, it’s about 

finding ways to help employees work smarter, not harder, and to do so  ways that they can maintain over 

time without risk of burning out (Money, Hillenbrand & Camara, 2009).  This is no new concept, as it directly 

relates to the concept of Positive Psychology, researched extensively by Seligmann and colleagues (for a 

good overview see Seligman, Steen, Park & Peterson, 2005; Wang, Guo & Yang, 2023). However, the 

concept of Sustainable Productivity takes a step beyond Positive Psychology by contextualising more 

economic matters.  

Many companies chase after quick boosts in productivity by ramping up the pace, but this can backfire. 

Pushing teams too hard can lead to a stressed workforce, higher staff turnover, more sick days, and even 

burnout. In IT, for example, a rush to meet release deadlines can lead to overworked developers, more 

bugs, and ultimately, a product that falls short of its potential. The 'productive sweet spot' is where 

employees are working at their best without being pushed to the brink. It’s like finding the optimal 

bandwidth for a network that allows for the fastest data transmission without overloading the system and 

causing a crash. To aid managers in this pursuit, dashboards equipped with analytics can provide a 

comprehensive view of their team's performance dynamics. Imagine a dashboard that doesn’t just track 

the number of completed tasks but also monitors the team’s engagement and satisfaction levels. It’s like 

having an advanced project management tool that not only tracks sprint progress in software development 

but also keeps an eye on the team’s morale and workload. 

Welliba’s solution integrates AI and behavioural science to turn raw data into actionable insights. These are 

not vague suggestions but specific, tailored recommendations that managers can use to boost productivity 

thoughtfully. For instance, if data shows a dip in team morale, the AI might suggest team-building exercises 

or changes to workload distribution. 

A psychometrically informed approach to data integrates various sources to provide a more complete 

picture of the workplace. Welliba’s technology doesn't just look at output; it considers factors like how 

team members feel and how they interact. For example, it’s not only about how many lines of code a 

programmer writes but also about the quality and how collaborative the coding process is.  The journey 

towards sustainable productivity is underpinned by a robust analysis of data. For every organisation, this 

translates into practices that are shaped by the detailed, data-driven understanding of its workforce. This 

section paves the way for in-depth exploration of such analytical methods in subsequent sections, setting 

the foundation for a productive, satisfied, and successful workforce.  

Figure 1. The Coexistence between Employee 
Experience and Sustainable Productivity 
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Data Classification System 

Data Sources  

In the realm of psychometrics, one core issue with existing data is the inability to influence the 

characteristics of the data itself. During the data collection phase, psychometricians and data analysts put 

significant effort into understanding the desired output from a data source. This understanding is crucial 

because it directly influences the formation of hypotheses derived from broader research questions. It is 

these hypotheses that guide the entire data collection process, dictating the kinds of detailed 

operationalised questions that are asked and the specific data items that are collected. 

The process is inherently structured as a top-down tree model, where the clarity of the desired output 

shapes the formation of hypotheses. These hypotheses, in turn, guide the development of more detailed 

questions, ensuring that the data collection process is not just methodical but purposeful. The approach 

ensures that all data captured during the collection phase serves a specific purpose, aligning closely with 

the overarching research question and, by extension, contributes effectively towards generating the 

desired output. 

This systematic approach ensures the integrity and relevance of the data collected, making it a powerful 

tool for answering specific psychometric hypotheses. Each step in the data collection and analysis process 

is geared towards reducing ambiguity and enhancing the quality and applicability of the data to real-world 

scenarios. 

The operationalisation process involves translating the broader hypotheses into specific, measurable data 

points, which are then used to structure the data collection process. This method allows for a nuanced 

approach to data collection, where each item of data collected is intricately linked to a specific hypothesis. 

The data thus collected is not only relevant but also structured in a way that directly contributes to the 

understanding of the phenomena under study. 

This structured approach not only enhances the efficiency of the data collection process but also 

significantly boosts the relevance of the data in psychometric analysis. It ensures that every piece of data 

has a clear role and purpose, which in turn helps in building a coherent and scientifically sound dataset that 

can be effectively used to test hypotheses and answer the larger research question. 

Unlike active data, which is collected with specific hypotheses in mind, passive data pre-exists and has often 

been gathered for purposes unrelated to the current research objectives. This necessitates a unique 

approach to make this type of data useful in new psychometric contexts. At Welliba, we understand the 

inherent challenges and opportunities of working with passive data and have consequently developed a 

robust framework to effectively re-utilise it. 

The essence of our approach lies in our ability to dissociate passive data from its original structure and 

intended use. This disassociation is crucial as it allows us to cleanse the data of any pre-existing biases or 

limitations that might be embedded within its current structure. Once the data is freed from these 

constraints, it can be reconstructed in a manner that aligns with new research hypotheses and questions. 
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Our proprietary framework facilitates a thorough restructuring of data, enabling us to strip away any 

existing connections or contextual bindings that might limit its utility. This is particularly important when 

dealing with passive data, which often comes laden with context-specific information that may not be 

relevant to new investigative pursuits. Following the initial restructuring, each data point is then classified 

according to a predefined set of parameters. These parameters are meticulously chosen to ensure that 

they encapsulate the essential aspects of the data relevant to the new hypotheses. This classification 

system is not merely a tool for organisation but a strategic framework that allows us to extract maximum 

value from the data. 

The ability to reclassify and restructure passive data gives us the unique capability to repurpose any dataset 

for new research objectives, regardless of its original collection purpose. This adaptability is key to 

leveraging large and diverse datasets that, while not initially collected for psychometric analysis, can 

provide invaluable insights into human behaviour, traits, and capabilities when re-analysed under our 

framework. 

Welliba's data classification system is a sophisticated framework designed to categorise any data set across 

three dimensions. This tri-dimensional approach allows for a robust structuring of data, making it amenable 

for analysis in new psychometric studies or other research avenues, regardless of the original intent of data 

collection. 

Data Intention Categorisation (Active vs. Passive): Active data is sourced directly from the primary subjects 

in response to a question or stimulus. For instance, in the context of employee experience studies, direct 

data would comprise feedback or inputs prompted by questions or items in a survey. Passive data, 

conversely, could also be collected during a survey administration, but is not in response to anything. It 

could be paradata of the administration of a survey such as latency to respond to an item or the time of 

day the survey was completed. It could also be any other piece of information that is provided and available. 

Passive data is therefore the primary data type that is available with the least effort to gather it. 

Data Formation Categorisation (Structured vs. Unstructured): Structured data includes data that adheres 

to a predefined format. Typical examples of structured data are responses collected from structured forms 

where respondents make selections from set fields, checkboxes, or dropdown menus. Unstructured data 

does not follow any specific format and can vary significantly in form. It includes everything from freeform 

text entries, such as open-ended survey responses, to multimedia files like videos and audio recordings. 

The diverse nature of unstructured data presents a broader range of analytical challenges, requiring more 

sophisticated processing and analysis techniques. 

Data Relation Categorisation (Self vs. Others): This classification involves determining the proximity of the 

data to the generated output. It's an extension of the Data Intention Categorisation, but focuses more on 

the operational relationship of the data to the outcome of interest. For example, when evaluating 

employee experience, self-data in relation to the generated output would again be data that comes directly 

from employees, while all other data could involve insights gathered from sources other than the direct 

subjects, such as organisational metrics or external assessments. 
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Application and Implications 

Each of these steps involves a detailed assessment and classification process that enables researchers to 

systematically break down and re-organise the data. By doing so, Welliba's framework ensures that data 

from varied sources and formats can be homogenised and structured in a way that aligns with new research 

hypotheses or business needs. This process not only maximises the utility of existing data but also enhances 

the precision and relevance of the analysis derived from such data. 

The ability to classify and restructure data extensively empowers organisations to revisit and repurpose 

their existing data reservoirs for new analytical projects. This not only conserves resources but also provides 

opportunities to uncover new insights from previously collected data, thereby driving more informed 

decision-making and strategic planning. 

In addition, the timeliness of each data point is critically evaluated. Recognising that the relevance of data 

can diminish over time, one can apply a latency weighting system. This ensures that more recent data 

points are prioritised in their influence on the analysis outcome, accurately reflecting the current state of 

the employee experience. 

Welliba's innovative data classification system represents a pivotal advancement in how data is utilised for 

psychometric and broader research applications. By implementing a structured, three-dimensional 

framework that efficiently categorises the data, Welliba ensures a comprehensive and nuanced approach 

to data analysis. This system is not only methodical adaptive, but also designed to handle the complexities 

of various data types and origins, particularly passive data which is often overlooked due to its pre-existing 

conditions and structures. 

  

Figure 2. The Data Classification System 
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The capability to detach passive data from its original context and reclassify it according to new research 

parameters is one of the core strengths of this framework. Specifically, in the field of Employee Experience 

(EX) and related concepts such as Employee Value Proposition (EVP), Welliba can leverage this framework 

to transform passive data into a powerful resource for deriving meaningful insights. By re-evaluating 

passive data—such as indirect feedback from external reviews or commentary, and structured data from 

previous engagements—Welliba can extract relevant information that directly supports hypotheses and 

queries related to employee satisfaction, engagement, and overall organisational culture.  

This refined approach to data management and analysis not only maximises the utility of existing datasets 

but also broadens the scope of data applicability, ensuring that every piece of data, irrespective of its origin, 

can contribute to a deeper understanding of complex concepts like EX and EVP. The flexibility and 

thoroughness of Welliba's system mean that data previously considered too cumbersome or irrelevant due 

to its unstructured nature or indirect origins can now provide valuable insights into how employees 

perceive their roles and contributions within an organisation. 
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Conceptual Approach 

In the realm of text summarisation, Large Language Models (LLMs) serve as transformative tools, enabling 

the efficient condensation of expansive textual data into precise, comprehensible summaries. This process 

is markedly improved by embedding established psychometric methodologies within the operational 

framework of LLMs. By integrating principles from Mayring's qualitative content analysis—a benchmark 

method in psychometrics, (see Mayring, 2000)—the approach ensures that summarisation by LLMs is not 

only swift and scalable but also methodologically rigorous, maintaining the analytical depth and accuracy 

akin to that of expert human analysis. 

Mayring's qualitative content analysis is renowned for its structured, rule-based approach, which 

meticulously transforms complex text into simplified, actionable insights. By adapting key components of 

this methodology, LLMs are equipped to emulate human-like text processing, adhering strictly to 

psychometric standards, thus ensuring the fidelity and utility of the summarised content. 

Paraphrasing and Generalisation: Initially, LLMs engage in the paraphrasing phase where the text is 

distilled, retaining essential information, and omitting superfluous details. This phase aligns with Mayring's 

strategy of reducing the text to its fundamental messages, crucial for clear and effective summarisation. 

Content Reduction: Subsequently, LLMs apply advanced algorithms to perform content reduction. This 

involves identifying and focusing on extracting pivotal themes and data. This procedural step mirrors the 

reduction phase in Mayring’s methodology, which emphasises condensing the content into significant, 

manageable expressions without losing the intrinsic meaning of the original text. 

Categorisation and Abstraction: In the final steps, LLMs systematically categorise and abstract the data into 

higher-level concepts. This abstraction is critical for synthesising complex datasets into higher-order 

summaries that are comprehensible and analytically valuable. This mimics Mayring’s structural and 

categorical organisation, ensuring the summaries are logically coherent and contextually accurate. 
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Ensuring Transparency and Accountability in AI-Augmented 
Processes 

Utilising LLMs in text summarisation incorporates a "glass box" approach, wherein each computational 

decision and process is fully transparent and traceable. This adherence to Mayring's qualitative standards 

guarantees that all summarisation outputs are subject to evaluation and verification, maintaining a high 

level of accountability. This transparency is vital for upholding the integrity of the summarisation process 

and for enabling ongoing scrutiny and validation of the AI-generated summaries. 

The fusion of LLMs with traditional qualitative analysis methods significantly boosts the efficiency and 

scalability of the text summarisation process. LLMs are capable of processing vast quantities of text rapidly, 

a task that would be impractical for human analysts alone. This capability allows for the handling of dynamic 

and voluminous data streams, enabling real-time processing and continuous integration of new 

information to keep summaries current and relevant. 

Our advanced conceptual approach to employing LLMs for text summarisation meticulously integrates 

proven psychometric techniques to preserve the methodological soundness of traditional qualitative 

analysis while harnessing the computational power of modern AI. This synergy ensures that the text 

summarisation process is not only rapid and extensive but also retains the analytical rigor and depth 

expected of expert human analysis, making it a robust tool in our data-driven landscape. 

 

 

 
 

Figure 3. The Classification AI Module 
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Unlocking the Potential of Passive Data 

Internal surveys, especially those that are standardised and part of a company's regular offerings, play an 

essential role in capturing real-time insights into employee sentiments and experiences. They produce vital 

information directly based on the source, flowing prompts (i.e. items or questions), hence are classified as 

active data. The respective tools to capture active data are adept at addressing specific organisational 

needs and provide direct feedback from the workforce. Welliba offers a range of different options to 

capture a company’s Employee Experience and display it to its managers as well as each individual 

employee. For more details see Welliba’s documentation called ‘Measuring Employee Experience with the 

Welliba EX Index’ by Justenhoven, Preuß and Jansen (2024). 

Despite their real-time capability, one persistent challenge with internal surveys is securing high 

participation rates. Employees may not always engage with surveys, either due to perceived irrelevance or 

survey fatigue. This lack of participation can lead to data that isn't fully representative of the entire 

workforce, thereby skewing insights. Repeated survey administration can lead to survey fatigue among 

employees. When surveys are frequent, the novelty and the perceived importance of each individual survey 

can diminish, which may result in less thoughtful responses or decreased participation over time. 

Encouraging survey participation and rolling out surveys effectively requires significant managerial effort. 

Managers need to communicate the importance of each survey to their teams, which adds to their regular 

workload. This communication effort is critical to ensure high engagement rates and accurate, useful data 

collection. Even with standardised surveys, integrating survey systems within an organisation's existing IT 

infrastructure can require additional setup time. This setup includes ensuring data security, compatibility 

with existing systems, and training relevant staff to manage and maintain these systems. Such technical 

undertakings can delay the availability of actionable insights. 

 

Bridging Gaps with Passive Data 

Given these limitations, external data sources offer a compelling alternative for complementing and 

enhancing the insights gained from internal surveys. Utilising existing data, i.e. passive data, from external 

sources such as industry forums, social media, and news articles, can bridge the time gap caused by survey 

rollout and integration challenges. External data can provide broader, unbiased perspectives that enrich 

the understanding of employee experiences without the need for direct participation or the extensive 

setup and maintenance involved in survey systems. This approach allows organisations to maintain a 

continuous stream of insights, enhancing strategic decision-making with a comprehensive view of the 

employee landscape. 

The question then becomes: How can we harness this existing data effectively? At Welliba, our systematic 

approach  capture’s, classifies, and prepares this abundant passive data for meaningful analysis . 
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The first step in harnessing the power of passive data is to identify where it resides. Passive data can come 

from a myriad of sources such as social media interactions, customer reviews, transaction histories, and 

even multimedia content like videos and images. Each of these sources provides a unique perspective and 

type of data. The goal is to pinpoint the sources most likely to yield data that are relevant to the research 

questions at hand, particularly those related to EX and EVP. 

Once potential sources are identified, the next step involves the collection of this data. This often requires 

sophisticated data scraping and extraction technologies, especially when dealing with large volumes or 

complex data structures. Techniques vary from simple API calls for structured data to more complex web 

scraping tools for unstructured data formats. Ensuring that the data is collected ethically and legally is 

paramount, adhering to data protection regulations and privacy standards. After collecting the passive 

data, the challenge is to transform this raw, often unstructured data into a format that can be analysed 

effectively. This is where Welliba’s data classification system comes into play. The system allows us to 

tokenize and categorise the data according to a set structure which facilitates further analysis. Tokenization 

breaks the data into manageable pieces, often at the word or element level, which can then be classified 

according to the dimensions previously established—direct or indirect, structured or unstructured, and the 

relationship of the data to the output. 

This process not only organises the data but also prepares it for deep analytical processes that can identify 

patterns, trends, and insights relevant to the organisation's goals. By structuring the data effectively, we 

can apply machine learning algorithms and other analytical techniques to draw out the nuanced 

understandings required for enhancing employee experiences and developing robust EVP strategies. 

The strategic use of passive data opens up a realm of possibilities for organisations. By transforming 

previously untapped data into actionable insights, companies can better understand their workforce, 

predict future trends, and make informed decisions that align with both their operational goals and 

employee expectations. The insights garnered from passive data can inform a range of strategic areas from 

talent management and recruitment to marketing and customer service. 

With a foundational system in place for capturing and structuring passive data, the next step involves 

addressing the inherent challenges that come with this type of data—its volume, varied quality, and lack 

of specific structuring. Addressing these aspects is critical to transforming passive data into a reliable source 

for strategic decision-making and insight gathering. 
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Overcoming Challenges with Passive Data 

Passive data typically exists in large quantities but often suffers from lower quality compared to actively 

collected data. This is due to its untargeted nature, where data accumulates without specific intents or 

prompts, leading to a collection that is vast but variably informative. A significant challenge with passive 

data is its redundancy and the various layers of information it contains. Some data points might be overly 

generic, offering broad, nonspecific insights, while others could be extremely detailed, pertinent only to 

specific circumstances. This unevenness in data depth and relevance can complicate analysis. 

Unlike active data collection, where data is gathered through defined questions or prompts, passive data 

lacks this structure. This absence of predefined queries means the data collected can vary widely in its 

usefulness and specificity—some data might be rich with insights, while other sets are sparse and less 

informative. 

To effectively utilise the extensive and complex nature of passive data, a structured approach is necessary. 

This approach involves the application of qualitative content analysis. As mentioned previously, this isa 

well-established method within psychometrics and psychology that allows for the systematic processing of 

qualitative data. 

Qualitative content analysis is crucial for making sense of large volumes of unstructured information. It 

involves breaking down the data into manageable units, systematically categorising these units, and 

applying in-depth analysis to extract meaningful patterns and insights. The qualitative content analysis not 

only helps in organising and interpreting the data but also in maintaining the integrity and depth of the 

information being analysed. Developing a standard protocol for qualitative content analysis ensures 

consistency and reliability in handling passive data. By standardising this approach, Welliba can 

systematically tackle the ambiguity and variability of passive data, making it a more reliable source for 

research and analysis. 

In our continued efforts to enhance the output from passive data, Welliba integrates Large Language 

Models (LLMs) into the qualitative content analysis process. By incorporating LLMs, we aim to further 

develop and refine our approach, ensuring that the data undergoes thorough analysis, while leveraging the 

advanced capabilities and benefits of current AI technologies. The integration of LLMs will allow for more 

efficient processing of large datasets, enabling the extraction of nuanced insights that might otherwise be 

overlooked. These models are particularly adept at handling complex language data, providing 

sophisticated tools to analyse, summarise, and interpret large volumes of text. 
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AI-powered content analyses 
The analytical framework that guides our process is developed by Mayring, a methodology that has been a 

cornerstone in the field of psychometrics for several decades (see Mayring, 2021; Forman & Damschroder, 

2007; Nosenko, 2022). Mayring's qualitative content analysis is a standard and highly respected framework 

for working with qualitative data, encompassing diverse forms such as text, video, and imagery. Its enduring 

utility and efficacy are a testament to its rigorous development and the extensive validation it has 

undergone over time. 

This framework stands out for its systematic and rule-guided approach to qualitative data analysis. By 

employing a well-defined sequential model that includes paraphrasing, generalisation, and reduction, it 

ensures a thorough examination of content. Each step is designed to condense the data while preserving 

its essential meanings, ultimately resulting in a structured and detailed interpretation that is both replicable 

and verifiable. (Mayring, 2021) 

 

   

 

  

Figure 4. The Process of Mayring’s Qualitative Content Analysis 
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Application in AI Systems 

We are exploring the potential of automating this established process through artificial intelligence 

systems. The objective is not to replace the human element but to augment it, enhancing the efficiency 

and reach of our analytical capabilities. By programming AI to adhere to Mayring’s methodical steps, we 

maintain the integral parts of the process, ensuring that the qualitative analysis remains transparent and 

its quality characteristics intact. 

In transitioning to an AI-assisted analysis, we commit to a "glass box" approach. Unlike the "black box" 

nature often associated with complex algorithms, our methodology demands transparency at every 

juncture. This means that each analytical decision made by the AI is traceable and explainable, aligning with 

the established principles of Mayring's approach. By doing so, we provide a level of transparency that allows 

for continuous scrutiny and validation, ensuring that the results are credible, and the process is 

accountable. 

Our adherence to Mayring’s framework in conjunction with AI ensures that we uphold the same standards 

of quality that have been a hallmark of psychometric qualitative analysis. The AI systems are not only 

programmed to follow the methodological steps but also to embody the spirit of the framework, which 

emphasises depth, nuance, and interpretative fidelity. This synergy of traditional methodology and modern 

technology paves the way for advancing our analytical practices while firmly holding onto the proven 

standards that have defined qualitative research for decades. 

The analysis phase is a critical component of using external data to assess a company's employee 

experience. This phase is structured around selecting the most appropriate analytical techniques to 

interpret the classified data effectively. The chosen method will depend on the nature of the data, the 

objectives of the analysis, and the specific insights sought. 
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Technique Selection 

The first step is to determine the analytical technique that will be employed to distil and make sense of the 

data. The selection of the technique is strategic and aligns with the types of data collected during the pre-

analysis phase. 

Reduction Technique 

Reduction involves inductive category formation where data is broken down into manageable parts. This 

technique is particularly useful for handling large volumes of unstructured data, enabling the identification 

of patterns and themes that emerge from the data itself. It is a process of simplifying and abstracting the 

data to uncover the underlying structure. 

Explication Technique 

Explication requires a careful examination of the context surrounding the data. This can be approached in 

two ways: narrow contextual analysis focuses on the specific setting of the data, while broad contextual 

analysis considers wider social, economic, and cultural factors that could influence the interpretation of 

the data. Explication aids in understanding the complexities and subtleties that the data might represent. 

Structuring Technique 

Structuring involves organising the data into a coherent framework. This can include nominal or ordinal 

deductive category assignments. Nominal categorisation groups data based on shared characteristics 

without any inherent order, while ordinal categorisation arranges data into a logical sequence, indicating 

some level of progression or ranking. This technique imposes a systematic order on the data, facilitating 

comparison and contrast between different data sets. 

Mixed-Methods Approach 

Finally, a mixed-methods approach combines elements of reduction, explication, and structuring. This 

approach can provide a comprehensive analysis by leveraging the strengths of each technique. It allows for 

a multifaceted examination of the data, ensuring a robust and well-rounded interpretation. 
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Reduction 

The reduction technique in the analysis phase is an approach where the data is condensed to bring forth 

significant patterns or themes. This technique varies in application and can be categorised as follows: 

Types of Reduction 

Text-bound Reduction (Ascending Analysis) 

This form of reduction is applied in a bottom-up manner, starting with the raw data, and building upwards. 

The focus is on the text itself, with the intention of identifying categories as they naturally emerge from 

the data. This method is particularly beneficial when dealing with qualitative data where the researcher 

may have minimal preconceptions about what they will find. 

Pattern-bound Reduction (Descending Analysis) 

In contrast to text-bound reduction, pattern-bound reduction operates top-down. It begins with pre-

established patterns or hypotheses which guide the analysis. The data is then examined for instances that 

fit these patterns. This method is useful when the research is guided by specific theories or when the 

analyst has clear expectations about the data. 

Combination of Text-bound and Pattern-bound 

Combining both approaches allows for a more dynamic analysis process. It enables the analyst to apply a 

flexible framework to the data, accommodating both emergent themes and predetermined patterns. This 

hybrid approach can balance open-ended exploration with targeted analysis. 

Formulating Macro-Operators for Reduction 

Once the reduction approach is selected, it is essential to formulate macro-operators. Macro-operators are 

the high-level actions applied to the data to achieve the reduction. These could include: 

 

Summarisation: Condensing the data while retaining the essential points. 

Categorisation: Grouping data into categories based on shared attributes or themes. 

Abstraction: Elevating the data to a higher level of generalisation to identify broader trends. 

Exclusion: Omitting irrelevant or redundant data to focus on the core information. 

 

These macro-operators serve as tools to methodically reduce the complexity of the data, enabling the 

analyst to focus on the most meaningful and relevant information. Proper application of these operators 

ensures that the reduction process is systematic and conducive to yielding insightful results that accurately 

reflect the company's employee experience context.  
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The Process of Reduction 

Paraphrasing 

The paraphrasing stage is the preliminary step in the reduction technique of the analysis phase, where the 

raw data undergoes a transformation to become more amenable to in-depth analysis. 

Paraphrasing commences with the pruning of the data to remove non-content elements. This involves 

identifying and eliminating all parts of the text that serve minimal content-bearing purposes. Embellishing 

language, repetitions, and explanatory expressions that do not add significant meaning or value to the 

analysis are methodically cut away. The goal is to strip the data down to its core informational components 

without losing essential content. 

Once the non-essential elements have been removed, the next task is to create a stylistic uniformity across 

the remaining text. This step is crucial as it brings diverse content-bearing parts of the text onto an equal 

footing, eradicating variances in style that could hinder comparative analysis. This uniformity is not merely 

about aesthetics but serves to ensure that the substance of the data is not obscured by stylistic 

discrepancies. 

The final action in the paraphrasing stage is the transformation of the data into a grammatically abbreviated 

form. This condensation of the text is not a crude truncation; rather, it is a careful process of distillation. 

Grammatical structures are simplified, and the text is pared down to its most essential linguistic elements. 

However, care is taken to preserve the integrity of the data's meaning, ensuring that subsequent analysis 

stages are grounded in accurate and meaningful content. 

Through the processes of elimination, standardisation, and condensation, the paraphrasing stage 

effectively prepares the data for the forthcoming steps of generalisation and reduction. By refining the text 

to its essence, we lay the groundwork for a clear, focused, and meaningful analysis. This stage is about 

balancing the need for brevity and clarity with the necessity of maintaining the richness and depth of the 

original data. 

Following the refinement of data in the paraphrasing stage, the analysis phase progresses to the 

generalisation stage. This crucial step involves elevating the content to a defined level of abstraction, 

setting the stage for in-depth interpretation and synthesis. 

Generalisation 

The process of generalisation starts by broadening the referents of the paraphrases. Here, specific 

instances or examples are recast into more generalised concepts that still retain the underlying specifics 

implied within them. This abstraction is not a mere aggregation but a thoughtful elevation of particulars 

into a more conceptual space, allowing for the identification of broader themes and patterns that might 

not be apparent at a granular level. 

Alongside the generalisation of referents, there is a parallel effort to abstract the predicates or sentence 

kernels. These central components of the sentences are distilled to their thematic essence, shifting the 

focus from the explicit to the implicit, from the particular to the general. This enables the data to be viewed 

through a wider lens, aligning discrete data points into cohesive constructs that reflect larger phenomena.  
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However, not all data undergoes this transformation. Paraphrases that already function above the target 

level of abstraction are preserved in their current state, recognised as having already achieved the 

necessary breadth of perspective. These stand apart as guideposts or benchmarks against which other data 

points can be calibrated. 

In instances where the path to generalisation is obscured by ambiguity, the analyst turns to established 

theoretical frameworks. These preconceptions act as a compass, providing direction and support in 

navigating towards an appropriate level of abstraction. Theoretical models offer insight into which 

elements of the data are essential at a conceptual level and which can be subsumed into broader 

categories. 

The culmination of the generalisation stage is a dataset that has been conceptually enriched and 

streamlined, facilitating a focus on substantial content. This transformation is sensitive to the data's 

nuances and respectful of its complexities, ensuring that the move towards abstraction does not sacrifice 

the depth and integrity of the original information. Generalisation thus serves as a bridge between the 

detailed observations of the paraphrasing stage and the focused synthesis that will follow in the reduction 

stages. 

First Reduction 

This stage begins by examining the semantic value of the paraphrased units. The aim is to identify and 

remove any paraphrases that are semantically identical within the same units of evaluation. By excising 

these repetitions, the data set becomes cleaner and more manageable, ensuring that each remaining piece 

of information is unique and contributes to the richness of the analysis. 

Next, the assessment of content significance comes into play. The paraphrases are scrutinised to determine 

their substantiality at the new level of abstraction. Those that do not significantly enhance the content are 

discarded. This is a delicate balancing act, where the analyst must weigh the potential loss of detail against 

the clarity gained by focusing on more impactful data. 

The selection process is critical in determining which paraphrases are vitally content-bearing and therefore 

merit retention. This selection is not arbitrary; it involves a discerning judgment of which pieces of 

information are essential for understanding the broader themes and patterns that are beginning to emerge 

from the data. 

Doubts and ambiguities are an inevitable part of this process. When these arise, the analyst refers to 

theoretical preconceptions to guide decision-making. These theoretical underpinnings ensure that the 

reduction aligns with the objectives of the study and the established knowledge in the field. They provide 

a framework within which to resolve uncertainty, ensuring that each decision is made with a clear 

understanding of its implications for the overall analysis. 

The first reduction serves as a refinement pass, honing the data into a collection of the most meaningful 

and significant content. It's a process that requires a keen eye for detail and a firm understanding of the 

broader analytical goals. The outcome is a streamlined data set that preserves essential content while 

shedding redundant or non-essential information, setting the stage for the subsequent and final reduction. 
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Second Reduction 

The second reduction is where the complexities of the data are woven into a more coherent and compact 

narrative. The task begins with the combination of paraphrases that share identical or similar referents and 

convey similar meanings. This binding step merges multiple expressions of the same concept into a singular, 

more potent statement, thereby enhancing the analytical potency of the data. 

Simultaneously, there is a constructive effort to integrate paraphrases that present various statements 

about the same referent. This is not merely a merging process; it's an integrative construction that creates 

a multi-faceted representation of the referent, ensuring that different facets of the same subject are 

harmonised into a cohesive whole. 

Further, the integration involves amalgamating paraphrases that have identical or similar referents but 

differ in the statements they make. This step is akin to crafting a narrative that captures diverse 

perspectives or findings related to the same underlying theme or subject. The resulting paraphrase is richer 

and more comprehensive, embodying the complexity of the data while presenting it in an accessible form. 

Inevitably, the reduction process encounters instances of doubt and ambiguity. The resolution of these 

uncertainties is again guided by the theoretical preconceptions that underpin the analysis. These 

theoretical frameworks act as a sieve, filtering out the noise and enabling the retention and synthesis of 

only the most salient and meaningful content. 

This final reduction stage is pivotal in transforming the previously distilled data into a narrative that is both 

analytical and accessible. It is a process that demands a delicate balance between precision and breadth, 

ensuring that the resulting synthesis is reflective of the data's depth while being structured in a clear, 

cohesive manner. The second reduction crystallises the data into its final form, ready for interpretation and 

the drawing of conclusions about the company's employee experience based on the external data 

gathered. 
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Figure 5. The AI-Augmented Process of Content Reduction 
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Structuring 

The structuring stage employs various methodologies, each suited to different types of data and analytical 

objectives. 

Formal Structuring  

This involves organising the data according to syntactic criteria. This method is reliant on the structural 

elements of the language, such as grammar and composition. It's a logical approach where data is aligned 

according to linguistic patterns, often revealing the formal relationships within the content. 

Theme-based Structuring  

This approach is guided by pre-defined themes. These themes are typically derived from the research 

objectives or from significant patterns that have emerged during the reduction process. Data is categorised 

based on its relevance to these themes, allowing for a focused analysis of specific areas of interest. 

Type-based Structuring  

In this approach, the model categorises data according to outlier types within the material. This approach 

is particularly useful when the data contains distinct categories or clear types of responses that need to be 

analysed separately. By identifying and grouping these outliers, analysts can explore variations and 

exceptions that may yield valuable insights. 

Scale-based Structuring  

Here, data is ranked based on the frequency of pre-defined scales. This quantitative method applies when 

data can be measured against a set of criteria or scales, such as levels of satisfaction or frequency of 

mentioned topics. It helps in quantifying the data, making it possible to perform statistical analysis or trend 

evaluation. 

Each structuring method provides a unique lens through which the data can be examined. The chosen 

method will depend largely on the nature of the data and the specific questions the analysis seeks to 

answer. Through the application of these structuring techniques, the analysis moves from raw data towards 

synthesised insights. 
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The Process of Structuring 

Definition of Categories 

To transition the research question into a workable analytical framework, we operationalise it into 

categories. This transformation is a process where we articulate the aspects of the research question into 

specific, actionable categories that can be directly applied to the material at hand. This stage is not just 

about labelling; it’s about creating a blueprint for analysis that is deeply rooted in the questions we aim to 

answer. 

Next, we delve into the academic and practical precedents established by previous studies on the topic. It’s 

through this review of the state of the art that we establish a theoretical foundation for our categories. Not 

every category will have a direct precedent in the research literature; some will be novel. However, all 

categories, new or established, need to be justified and supported by theoretical arguments. This ensures 

that each category is not just a concept but a well-founded analytical tool. 

The subsequent step is to examine the material itself to confirm the presence of relevant text passages. 

Each category must reflect a segment of the data. If the data does not contain information relevant to a 

proposed category, then the validity of the category or the comprehensiveness of the collected data must 

be questioned. 

Finally, if the structure of the analysis permits, we attempt to organise these categories into main and sub-

categories. This grouping can be nominal, where categories are named and organised based on the nature 

of the content they represent, or ordinal, where categories follow a logical sequence or rank. This hierarchy 

of categories not only adds depth to the analysis but also facilitates an organised and interpretable set of 

results. 

The definition of categories is a critical point of convergence where the theoretical framework, research 

objectives, and empirical data meet. By meticulously crafting and justifying these categories, we set a 

strong foundation for the intricate work of structuring in the analysis phase. 

Building on the foundation set by defining categories, the structuring stage proceeds with the creation of 

a coding guideline. This guideline is pivotal, as it will not only steer the manual analysis but also serve as a 

blueprint for programming analytical models. 
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Coding Guidelines 

The development of a coding guideline begins with the construction of an array table. This table is 

methodically laid out in four columns to encapsulate the essential components of each category. Each row 

in the table represents a category, providing a clear and concise reference for the coding process. 

 

Category Label: The first column is reserved for the category label. This is a succinct identifier that 

encapsulates the essence of the category. It functions as a shorthand reference that will be used 

consistently throughout the analysis and any associated coding. 

Category Definition: The second column provides a detailed definition for each category. This definition 

articulates the boundaries and the core of what each category is intended to capture. Precision here is 

critical to ensure that the data is coded accurately and consistently.  

Anchor Example: The third column is for anchor examples. These are illustrative examples of data that 

perfectly embody the category. They serve as a reference point, or "anchor," helping analysts and any 

coding algorithms to recognise clear instances of the category within the data. 

Coding Rules: The final column outlines the coding rules. These are specific instructions or criteria that 

detail how to code data into the category. The rules may include indicators of presence, conditions for 

inclusion, or guidelines for handling ambiguity. 

 

Once the structure of the table is in place, the next step is to populate it. The category labels and definitions 

are filled in first, reflecting the foundational work done in the previous step. If anchor examples and coding 

rules have already been formulated, they are added to the table. Otherwise, this step involves crafting 

these critical components, drawing from the theoretical framework and empirical data to ensure that the 

examples and rules are robust and reflective of the categories they represent. 

The coding guideline is a vital instrument, harmonising the theoretical with the practical. By clearly 

delineating each category with definitions, examples, and rules, the guideline facilitates a systematic 

approach to coding—both for human analysts and computational models—ensuring that the subsequent 

analysis is accurate, consistent, and replicable. 

In the structuring phase of data analysis, we reach a critical juncture where we must ensure that our 

methods are not just theoretically sound but also practically effective. This is the stage of revision. 
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Revision 

Revision is an iterative process that begins once the coding guideline is initially established with anchor 

examples, and coding has commenced. Typically, this process should start after a significant portion of the 

material, usually between 10% and 50%, has been coded. This range allows for sufficient interaction with 

the data to test the robustness of the coding framework. 

Coding Process Evaluation 

The first step in the revision is to assess the smoothness of the coding process. This assessment is crucial 

as it can reveal whether the categories and coding rules are functioning as intended. If the coding is 

progressing without major issues, this suggests that the guideline is effective. However, if there are 

substantial difficulties or if the analysis is not yielding the expected depth of insight, it indicates that a 

revision of the categories and the coding scheme may be necessary. 

Validity Check 

Once a potential issue is identified, or as a matter of routine inspection, all category definitions and coding 

rules undergo a validity check. This step involves scrutinising each aspect of the coding guideline to ensure 

that it aligns with the research question—this is known as face validity. The definitions and rules are 

compared against the research question to ascertain whether they are capturing the intended dimensions 

of the analysis accurately and effectively. 

Theoretical Refinement 

Should the validity check highlight discrepancies or areas for improvement, theoretical considerations 

come into play to guide the necessary adjustments. Changes to the coding guidelines are not made 

arbitrarily; they are informed by theoretical frameworks and existing research. This ensures that any 

modifications are not just practical but also maintain the intellectual integrity of the analysis. 

This stage of revision is not a one-off task; it may need to be revisited multiple times throughout the coding 

process. Each iteration aims to refine the categories and coding rules to better capture the essence of the 

material, ensuring that the final analysis is both accurate and meaningful in answering the research 

question. The revision stage is thus a safety net that maintains the quality and relevance of the analysis as 

the research progresses. 

The analytical rigour of the structuring phase culminates in the actual analysis of the categorised data. This 

is where the preparatory work of coding and structuring is synthesised to yield findings. 
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Analysis 

Category Distribution Analysis 

The first outcome of the analysis, after ensuring that quality criteria such as inter-coder agreement have 

been satisfactorily met, is to determine the distribution of categories across the recording units. This step 

involves mapping out how the categories are dispersed throughout the data, which can help to identify 

patterns such as the prevalence or rarity of certain themes. It is a foundational analysis that sets the stage 

for more complex statistical inquiries. 

Frequency and Comparison Analysis 

With the distribution of categories established, the analysis extends into the realm of frequencies. Here, 

the frequency with which categories are assigned across all recording units is tallied and analysed. This 

quantitative measure often reveals the dominant themes within the data. Moreover, by comparing these 

frequencies across different groups of recording units, analysts can uncover disparities or similarities that 

may be indicative of underlying trends or issues. 

Correlation Analysis 

In instances where multiple ordinal category systems are applied to the same recording units, a correlation 

analysis is warranted. Typically, this involves non-parametric statistical methods, as the data derived from 

ordinal categories do not usually meet the requirements for parametric testing. This type of analysis 

assesses the relationships between the rankings in different category systems, offering insights into how 

various aspects of the data may be interrelated. 

The analysis stage is, therefore, a multi-layered process. It starts with a straightforward evaluation of how 

categories are distributed across the dataset and progresses to more sophisticated statistical examinations 

of frequency and correlation. Each step builds on the last, moving from a descriptive overview to an in-

depth understanding of the relationships and dynamics within the data. This iterative process is what allows 

for a comprehensive understanding of the material under investigation, aligning the collected data with 

the research questions and theoretical underpinnings of the study. 

 

 

 

 

 

 

 

 

  

Figure 6. The Process of Pre-processing Passive Data 



 

  

© Welliba 2024. All rights reserved. 28 

The Expert in the AI Box Concept 

To comprehend the multifaceted nature of AI, it is essential to explore its historical context. The concept 

of artificial intelligence dates back to the 1950s when the field was officially established as a scientific 

discipline. Since then, AI has undergone significant advancements, ranging from early symbolic reasoning 

systems to modern machine learning algorithms and neural networks. 

In recent years, AI has seen widespread adoption across diverse sectors, including healthcare, finance, 

transportation, and entertainment. In the healthcare industry, AI-powered diagnostic tools have proven 

invaluable, assisting medical professionals in early disease detection and treatment planning. Financial 

institutions utilise AI algorithms to detect fraudulent transactions and assess credit risk accurately. 

Additionally, the transportation sector leverages AI to optimise route planning and enable autonomous 

vehicles. 

The success of AI applications owes much to the availability of vast amounts of data and the exponential 

growth of computing power. These factors have catalysed the development of sophisticated AI models 

capable of handling complex tasks that were previously unattainable. 

Despite these remarkable advancements, challenges persist in the realm of AI. One significant concern is 

the ethical implications surrounding the use of AI technology. Issues such as data privacy, algorithmic bias, 

and potential job displacement are subjects of ongoing debate and research. Ensuring that AI systems are 

fair, transparent, and accountable is crucial to building public trust and confidence in this transformative 

technology. 

Addressing these challenges requires collaboration between policymakers, industry leaders, and academics 

to establish ethical frameworks and guidelines for AI development and deployment. Organisations like 

Welliba are at the forefront of promoting responsible AI practices and adhering to the highest ethical 

standards. 

Looking ahead, the future of AI holds exciting prospects. Researchers and innovators are continuously 

exploring new frontiers in AI, such as explainable AI (XAI), which aims to make AI models more interpretable 

and understandable to humans. Additionally, advancements in quantum computing have the potential to 

revolutionise AI, enabling the processing of even larger  and more complex datasets at unparalleled speeds. 

AI is a dynamic and evolving field that has the potential to reshape industries and improve human lives 

profoundly. Understanding its foundational components, the significance of diverse and real-time data, 

and the ethical considerations surrounding its implementation are critical for harnessing AI's potential 

responsibly and ethically. With Welliba's dedication to cutting-edge research and development, the 

company is poised to lead the way in shaping the future of AI and its applications, ensuring a positive and 

transformative impact on society and the economy. As AI continues to evolve, it will remain a captivating 

field, inspiring countless innovations and discoveries that shape the world for generations to come. 
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Psychometric Measurement has a long tradition. For over a century people have developed theories, 

models, and mechanisms to be able to measure inter- and intrapersonal concepts such as personality, 

cognitive abilities, or motives. A key component of these measurements has always been an expert, that 

can gauge the vast and unstructured information per person. The experts would use their frameworks, 

expertise, and experience to then reliably estimate that person’s scores on a dimension. 

The more structured the measurements became over the years, the more experts used structured 

approaches and additional resources. This allowed for more and more advanced measurement, as it was 

not just reliant on the expert, but could be a combination of the abilities of the expert and the available 

resources. 
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A Psychometrically Informed Approach to AI Development 

In the quest for Broad Artificial Intelligence that not only performs tasks but embodies the nuanced 

expertise of human professionals, Welliba has pioneered the 'Expert in the Box' framework. This paradigm 

shift from conventional AI development focuses on replicating the stepwise heuristic processes of human 

experts, fostering AI systems that demonstrate expert behaviour with minimal bias. 

Artificial Intelligence has conventionally been synonymous with high throughput and efficiency in task 

execution. However, this efficiency often comes at the cost of transparency and ethical considerations. 

Welliba's 'Expert in the Box' methodology deviates from this norm by integrating psychometric rigor with 

technological finesse, crafting AI systems that not only yield outputs but also replicate the human cognitive 

process. 

Expert knowledge systems form the crux of Welliba's approach. These systems are designed to emulate 

the decision-making pathways of human experts. By translating these pathways into computational 

algorithms, the AI systems are endowed with the ability to mimic the intricate processes experts employ, 

ensuring a replication of expert behaviour that surpasses mere regular human behaviour by significantly 

reducing bias and enhancing the reliability of outputs. 

The foundation of 'Expert in the Box' lies in the application of three psychometric principles to AI.  

Construct Validity: Ensuring that the AI systems authentically represent the psychological constructs they 

are intended to. 

Behavioural Replication: AI systems are evaluated against the criterion of behaviourally accurate replication 

of expert decision-making steps. 

Ethical Compliance: Codifying ethical guidelines into the algorithmic structure to preclude discrimination 

and manipulation. 

A distinctive feature of the 'Expert in the Box' framework is its systematic orchestration, where AI systems 

are not solitary entities but components of an integrated knowledge system. This orchestration is subject 

to strict guidelines including privacy, non-discrimination, and non-manipulation. The guidelines ensure that 

the AI systems are not only technologically advanced but are also aligned with societal values and ethical 

standards. 

In the pursuit of replicating human steps in problem-solving, Welliba acknowledges that a reduced sample 

fit validity may occasionally be a necessary trade-off. The priority is not to achieve a high degree of fit with 

sample data but to ensure that the process by which the AI arrives at its conclusions is reflective of human 

expert behaviour. This pivot towards construct validity over sample fit validity embodies the emphasis on 

the ethical and explainable nature of AI. 

The integration of standalone methods into the 'Expert in the Box' framework is carried out with precision. 

Existing methods are scrutinised for their compatibility with the framework's ethos and are then seamlessly 

incorporated into the system. Moreover, explicit rules are defined for each system to govern its 

functionality, enabling the AI to understand and explain each output with clarity, thereby facilitating user 

trust and system accountability.  
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By infusing psychometric principles into the 

development of AI systems, Welliba 

ensures that their technology not only 

delivers expert-level outputs but does so by 

traversing a path cognizant of the steps an 

expert would take. This commitment to 

ethical, explainable, and psychologically 

informed AI sets a new standard for the  

 

In the following we will provide a specific example that we incorporated into our Portfolio: using comments 

(open text responses) collected during regular employee engagement surveys. The Expert Knowledge 

System mimics the analytical prowess of a human expert by processing free-text responses. This system is 

adept at extracting the core essence of the text, ensuring that complex responses are distilled into a clear 

and concise format for easier comprehension and further analysis. Additionally, it identifies specific topics 

or themes within the responses, which is essential for pinpointing areas that require further attention or 

detailed discussion. 

To further enhance understanding, the system selects appropriate examples from the text to illustrate the 

identified topics. These examples serve to clarify the topics and demonstrate their application or relevance 

in a practical context. 

Regarding data privacy and security, the system incorporates stringent rules to ensure that all processed 

data remains confidential and secure. Anonymisation protocols are rigorously applied so that any part of 

the output, even direct quotes, cannot be traced back to individual respondents. This is critical for 

maintaining privacy and adhering to relevant data protection regulations. The system also follows 

comprehensive data handling rules designed to safeguard against unauthorised access and prevent data 

breaches, maintaining the integrity of the data throughout its lifecycle. 

The rules established for processing and analysing text data serve as inputs for the orchestration engine, 

which resides at the core of the system. This engine facilitates the interaction between various AI modules, 

each designed to perform specific functions on the data. For example, the Lexalytics module is trained to 

evaluate the sentiment of the text, determining whether it is predominantly positive or negative. Similarly, 

the Cortical module specialises in generating keywords and phrases that succinctly represent longer texts. 

Additionally, any version of the GPT can be employed to create supplementary content through intelligent 

prompting. These modules collectively contribute to the parts of the output typically generated by a human 

expert. The orchestration engine integrates these diverse elements to produce a coherent final output that 

is comprehensible and useful to the end-user. 

All collected text data is processed through the expert knowledge system, and the results are then 

displayed on either an organisational dashboard or a manager's dashboard. The output shows the topics 

discussed by people, highlighting both the aspects they appreciate and those they do not. Additionally, the 

system provides narrative text that explains the essence of the comments related to each topic, along with 

specific examples to emphasise these topics. The selection of topics and narratives is determined by the 

system based on the input received from the survey data.  

Welliba's 'Expert in the Box' 

framework marks a significant 

advancement in the field of AI. 

industry and paves the way for the development of AI systems that are both technically proficient and 

ethically sound. 
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The following graphic displays this process and provides a visual representation of the open-text Expert 

Knowledge System. 

 

 

 
Figure 7. The Orchestration Engine to Produce Narrative Text Based on Qualitative Content 
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Large Language Models 

Definition and Historical Context 

Large Language Models (LLMs) are a class of deep learning models specialised in processing and generating 

human-like text based on training with vast amounts of textual data (Zhou et al., 2023). Conceptually, these 

models operate within the framework of neural networks, particularly leveraging transformer architectures 

which have demonstrated significant efficacy in understanding and producing language. At their core, LLMs 

function through layers of self-attention mechanisms that effectively process sequences of data—namely 

text—by modelling relationships between words regardless of their position in a sentence (Vaswani et al., 

2017). 

LLMs' capabilities are rooted in psycholinguistic theories that emphasise the importance of context and 

semantics in language comprehension and production (MacKay, Conrad & Deacon, 2021). For instance, 

these models' proficiency in generating coherent and contextually appropriate responses aligns with the 

Theory of Lexical Access (Levelt, 1989), which describes how individuals retrieve and produce words in 

fluent speech. By mimicking this human-like comprehension and generative capacity, LLMs can effectively 

automate and enhance various tasks involving natural language processing (NLP), ranging from simple text 

summarisation to complex dialogue generation. 

This technical foundation allows LLMs to not only parse and understand the literal text but also infer latent 

meanings, nuances, and emotions, akin to advanced levels of human language processing. This capability 

positions LLMs as pivotal tools in the broader landscape of AI-driven linguistic applications, providing both 

academic and practical contributions to the field. 

The development of LLMs represents a significant advancement in the field of artificial intelligence, 

particularly within the domain of natural language processing (NLP). Historically, the evolution of NLP has 

transitioned through several phases, beginning with rule-based systems that relied on hardcoded linguistic 

rules to parse and generate language. These early models were limited by their inability to scale or adapt 

to new, unseen linguistic contexts (Winograd, 1972). 

The advent of statistical machine learning in the late 1980s and early 1990s marked a pivotal shift with the 

introduction of models that learned from data rather than following explicitly programmed instructions. 

This era saw the rise of probabilistic models and decision trees that could infer linguistic patterns and 

relationships from large corpora (Jelinek, 1997). 

However, the true transformation in NLP began with the introduction of neural network-based models in 

the 2000s, which significantly improved the ability of machines to understand and generate human 

language. The development of recurrent neural networks (RNNs) and later, Long Short-Term Memory 

networks (LSTMs), provided frameworks capable of handling sequences of words and their long-range 

dependencies, enhancing the model's context-processing capabilities (Houdt, Mosquera & Nápoles, 2020). 

The breakthrough came with the introduction of the transformer model by Vaswani et al. (2017), which 

shifted the focus from recurrent processing to attention mechanisms. This model allowed for parallel 

processing of sequences and a more nuanced understanding of word relationships, setting the foundation 

for the development of LLMs. Models like OpenAI's GPT series and Google's BERT have built upon this 
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architecture to create systems that can generate text with unprecedented coherence and relevance across 

a multitude of tasks and domains. 

These advancements not only represent technical milestones but also align with cognitive and 

psychometric theories in demonstrating how layered processing of information—similar to aspects of 

human cognitive development—can enhance learning and interaction capabilities in artificial systems. 

Core Technologies Behind LLMs 

To further elaborate on the core technologies behind Large Language Models (LLMs), it's beneficial to dive 

deeper into the three critical areas: the basic structure of neural networks, the evolution to advanced 

neural architectures, and the role of the transformer architecture. This extended discussion will 

incorporate additional details, examples, and connections to psychological and psychometric theories 

where relevant. 

Basic Structure and Functioning of Neural Networks 

Neural networks mimic the structural and functional aspects of biological neural networks. Each neuron in 

an artificial neural network is a computational unit that processes inputs using a weighted sum followed by 

a non-linear activation function, such as the sigmoid, hyperbolic tangent, or ReLU (Rectified Linear Unit). 

The choice of activation function affects how the network models complex patterns, simulating aspects of 

human cognitive functions like decision-making and pattern recognition (Dayan & Abbott, 2001). 

Layers in Neural Networks 

• Input Layer: This layer receives raw input data, mirroring sensory processing in biological systems 

(Baddeley, 1992). 

• Hidden Layers: These intermediate layers perform various computations through their neurons. 

The architecture of these layers—how many there are, how they're connected, how many 

neurons they contain—greatly influences the network's capacity to learn diverse functions. This is 

akin to the concept of working memory in cognitive psychology, where the processing and 

temporary storage of information occur (Shen, Yang & Zhang, 2020). 

• Output Layer: The final layer outputs a vector of values appropriate for the task, such as class 

labels in classification tasks, similar to response outputs in human cognitive processes. 
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Evolution to Advanced Neural Architectures 

The evolution from basic neural networks to more sophisticated models mirrors the progression from 

simple to complex cognitive processes in human psychology. Initially, models like RNNs were developed to 

handle data where context and sequence are crucial, such as spoken or written language. RNNs process 

inputs sequentially and maintain a form of 'memory' of previous inputs using their internal state, analogous 

to short-term memory in humans. 

However, RNNs often faced challenges with learning long-range dependencies, akin to a human struggling 

to recall earlier parts of a conversation as it gets longer. This issue led to the development of Long Short-

Term Memory networks (LSTMs), which introduced gating mechanisms to better control the flow of 

information, resembling attentional processes in cognitive psychology where the focus is adjusted based 

on relevance (Hochreiter & Schmidhuber, 1997). 

An example of LSTM in practical applications can be found in speech recognition technology, where the 

model needs to remember words spoken moments ago to understand context and meaning effectively. 

The Transformer Architecture: A Paradigm Shift 

The introduction of the transformer model by Vaswani et al. (2017) marked a significant departure from 

sequential processing models. The key innovation, self-attention, allows the model to weigh the 

importance of different parts of the input data regardless of their position. This mechanism is somewhat 

akin to how human attention is distributed across different stimuli, depending on factors like saliency and 

cognitive relevance (Kahneman, 1973). 

The transformer does not process inputs sequentially but instead calculates attention scores across all 

inputs simultaneously. This allows for more flexible and efficient learning of dependencies, analogous to a 

person considering multiple sources of information at once to make a decision. 

In psychometrics, the transformer's ability to handle and integrate diverse data types and its robustness in 

modelling complex patterns can be likened to complex problem-solving tests that require the integration 

of various information types and strategies. 

Google's BERT (Bidirectional Encoder Representations from Transformers) utilises the transformer 

architecture to understand the context from both the left and the right of a token within any text, leading 

to state-of-the-art performances on numerous language understanding benchmarks. 

By exploring the deep structure of neural networks, their evolution, and the revolutionary impact of the 

transformer architecture, we can draw parallels between these technologies and human cognitive 

functions. These advancements not only enhance computational models but also offer insights into the 

complexity of human language processing and cognitive dynamics. 
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How Large Language Models (LLMs) Work 

The functionality of LLMs, particularly their training and application processes, is a core aspect of 

understanding their capabilities and limitations. This section elaborates on the various training 

methodologies, the data requirements for effective model training, and the fine-tuning processes that 

adapt these models to specific tasks. 

Training Process 

LLMs are typically trained using one of three primary learning paradigms: supervised learning, unsupervised 

learning, or self-supervised learning. Each method plays a crucial role depending on the intended 

functionality and application of the model. 

Supervised Learning: This approach involves training a model on a labelled dataset, where the input data 

is paired with the correct output. The model learns by adjusting its weights to minimise the error between 

its predictions and the actual outputs. Supervised learning is common in tasks where precise outcomes are 

known, such as classification tasks or regression problems. In the context of LLMs, supervised learning 

might be used to train a model on specific text generation tasks where the desired output examples are 

provided (e.g., translation or summarisation). 

Unsupervised Learning: Unlike supervised learning, unsupervised learning does not utilise labelled data. 

Instead, the model learns to identify patterns and structures in the input data on its own. For LLMs, this 

could involve discovering syntactic and semantic patterns in vast corpora of text. Unsupervised methods 

are particularly useful for exploring underlying themes or clusters in the data, such as topic modelling or 

word cluster formations. 

Self-Supervised Learning: This training method is a variant of unsupervised learning where the data itself 

generates the labels from its inherent structure. For LLMs, a common technique is the masked language 

model (MLM) approach used by BERT, where random words in a sentence are masked (hidden), and the 

model is trained to predict them based on the surrounding words. This method helps the model learn 

context and improve its understanding of language semantics and syntax without explicit labels. 
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Data Requirements 

The effectiveness of an LLM largely depends on the quantity, quality, and diversity of the training data. 

Given their complexity and capacity, LLMs require massive datasets to perform well. 

Quantity: LLMs are data-hungry models that perform better with large volumes of data. Training an 

effective LLM typically involves datasets comprising billions of words or more, sourced from a wide range 

of documents across the internet. 

Quality: The quality of the data is equally important. The training material must be well-curated to avoid 

biases and errors that could mislead the learning process. It should also be representative of the language 

variations and complexities the model is expected to handle post-training. 

Diversity: To ensure the model's robustness and generalisability, the training data should encompass a 

variety of text genres, styles, and contexts. This diversity helps the model to not only understand different 

linguistic structures but also adapt to varying contexts effectively. 

Fine-Tuning 

Fine-tuning is a critical phase where a pre-trained LLM is adapted to perform specific tasks more efficiently. 

This process involves continuing the training of the model on a smaller, task-specific dataset, allowing it to 

refine its parameters specifically for that task. 

Process: Starting with a pre-trained model, fine-tuning adjusts the model's weights on a new dataset with 

specific task objectives, such as summarisation, question-answering, or sentiment analysis. This targeted 

training helps the model to hone in on the nuances required for the task. 

Example: In text summarisation, an LLM might be fine-tuned on a dataset of articles paired with their 

summaries. The model learns to compress and reproduce the most salient information from the text based 

on examples from this specialised training. 

Benefits: Fine-tuning allows users to leverage the broad understanding of language that the LLM has 

developed during its initial training, applying this knowledge to produce high-quality results on specialised 

tasks. 
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Example: Training and Fine-Tuning GPT-3 for Text Summarisation 

Let's consider a detailed example to illustrate the entire process of how a Large Language Model (LLM) 

such as OpenAI's GPT-3 is trained, including the phases of self-supervised learning, data requirements, and 

fine-tuning, focusing on a task like text summarisation. 

Initial Training (Self-Supervised Learning) 

Data Collection: To begin, a vast dataset is compiled, which might include a diverse array of text sources 

such as books, websites, newspapers, and more. For GPT-3, this encompasses nearly a trillion words from 

a variety of sources to ensure broad coverage of language use. 

Pre-processing: This text is cleaned and pre-processed to ensure consistency. Common pre-processing 

steps include removing non-text content like HTML tags, correcting misspellings, and standardising 

formats. 

Self-Supervised Training: GPT-3 is initially trained using a self-supervised learning method called the 

"masked language model" (although specific to BERT, this concept is illustrative). In GPT-3’s case, the model 

predicts the next word in a sequence given the previous words (autoregressive training). The training 

process involves: 

1. Masking or hiding some words or tokens in a sentence. 

2. Challenging the model to predict the missing words based solely on the context provided by the 

non-masked words. 

3. Adjusting the model’s internal parameters (weights) based on its accuracy in predicting the correct 

words, using a technique called backpropagation. 

Data Requirements 

Volume: The model is trained on hundreds of gigabytes of text data, encompassing a wide lexical scope. 

Variety: The data includes text from multiple domains and styles, ensuring the model can handle a variety 

of linguistic contexts and jargons. 

Quality: High-quality, well-edited text ensures that the model learns correct language use without 

inheriting biases or errors prevalent in lower-quality sources. 
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Fine-Tuning for Summarisation 

Specialised Dataset: Once the general training is complete, GPT-3 is fine-tuned on a specialised dataset 

focused on summarisation. This dataset might consist of pairs of long articles and their concise summaries. 

Fine-Tuning Process: 

1. The model reads each full-length article and the associated summary. 

2. During fine-tuning, the model is tasked with generating a summary from scratch after reading an 

article. 

3. The objective is to minimise the difference between the model-generated summary and the 

human-written summary. Techniques like teacher forcing (where the correct next word is always 

given during training) might be employed to guide the model's predictions. 

Adjustments: The model’s weights are slightly adjusted to reduce errors in summary generation, using the 

gradients calculated from the loss between the generated summary and the actual summary. 

Deployment and Usage 

Application: After fine-tuning, GPT-3 can generate summaries for new articles it has never seen before. 

When deployed, it can provide summaries in real-time for news articles, research papers, or any lengthy 

text, offering concise, coherent, and contextually accurate content. 

Feedback Loop: User feedback on the summaries might be used to further refine the model’s performance, 

employing reinforcement learning techniques where the model learns from real-world usage and 

interaction. 
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Capabilities and Applications of Large Language Models 
(LLMs) 

Natural Language Understanding (NLU) 

Natural Language Understanding (NLU) is a fundamental aspect of LLMs that enables them to interpret and 

derive meaning from human language. This complex process encompasses several capabilities such as 

contextual understanding, sentiment analysis, semantic parsing, and language inference. Each of these 

capabilities not only showcases the technical sophistication of LLMs but also mirrors certain cognitive 

functions and principles found in human psychology and psychometrics. 

Contextual Understanding: LLMs have the ability to grasp the context in which language is used, 

distinguishing subtle nuances that affect meaning (Gupta et al., 2019). This capability is akin to the human 

cognitive function of situational awareness where context heavily influences perception and decision-

making (Endsley, 1995). For example, in language, the word "crane" can refer to a bird, a construction 

device, or even a verb implying movement. LLMs use the surrounding text and co-occurrence patterns to 

disambiguate such terms effectively, similar to how contextual cues in human conversations guide 

understanding. 

Sentiment Analysis: This involves assessing the emotional tone behind a sequence of words. LLMs analyse 

text to determine whether the sentiment is positive, negative, or neutral, which is crucial for applications 

like monitoring social media sentiment or customer feedback (Zhang et al.,2023). This parallels 

psychological methods in affective computing, where emotional states are inferred from textual data, a 

concept rooted in the theories of emotion psychology (Picard, 1997). 

Semantic Parsing: Semantic parsing enables LLMs to decompose natural language into a structured format 

that machines can understand and respond to. This process involves extracting the semantic intent behind 

sentences, transforming them into a structured query that aligns with an underlying logical form (Zhu, Ma 

& Li, 2019). This mirrors aspects of psycholinguistics, particularly syntactic parsing, and semantic 

interpretation, where the brain processes and integrates syntactic and semantic information to derive 

meaning (Chomsky, 1965). 

Language Inference: LLMs excel at drawing inferences from text, filling in information that is not explicitly 

stated. This capability is essential for tasks such as answering questions or completing sentences (McKenna 

et al., 2023). In psychometrics, this correlates with inferential reasoning tests that assess an individual's 

ability to process and apply logical reasoning to new information (Sternberg & Detterman, 1986). LLMs 

apply similar inferential processes, using the learned patterns and knowledge to make predictions about 

missing information or the logical continuation within texts. 
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Natural Language Generation (NLG) 

Natural Language Generation (NLG) is the process by which Large Language Models (LLMs) transform 

structured data into coherent, fluent text that is contextually relevant and human-like. This capability is 

central to many applications of LLMs and draws parallels with various linguistic, cognitive, and psychological 

processes. NLG involves several intricate components, each mirroring aspects of human language 

production as understood through psycholinguistics and cognitive psychology. 

Coherent Text Generation: LLMs are designed to produce text that not only adheres to grammatical rules 

but also maintains coherence over extended narratives. This coherence is achieved through complex 

algorithms that ensure consistency in style, tone, and content (Ji et al., 2022). In human psycholinguistics, 

this is akin to the process of discourse generation, where coherence is maintained by structuring sentences 

and paragraphs to support a unified theme (Graesser, McNamara, & Louwerse, 2003). LLMs, through 

training on diverse datasets, learn to emulate these structures, ensuring that generated texts are logically 

connected and contextually consistent. 

Contextual Relevance: In generating text, LLMs consider the entire context provided in the input, selecting 

words, and constructing sentences that are appropriate to the specific situation or task (Dong et al., 2023). 

This ability mirrors human pragmatic skills, which involve understanding how meanings are shaped by 

context (Levinson, 1983). For example, when generating product descriptions, an LLM will focus on 

language that highlights the product’s unique features and appeals to the target audience, much like a 

skilled marketer would. 

Adaptation to Different Styles and Formats: One of the remarkable abilities of LLMs in NLG is their 

adaptability to various writing styles and formats, from poetic forms to technical reports (Liu et al., 2023). 

This flexibility is comparable to the human ability to code-switch or style-shift in different social contexts, 

a topic extensively studied in sociolinguistics (Bell, 1984). LLMs can be fine-tuned to generate text that 

aligns with specific cultural or professional norms, making them invaluable for creating content across 

diverse domains. 

Generation of Novel Content: LLMs can create entirely new pieces of text based on learned patterns and 

structures without merely replicating existing examples (Patel et al., 2023). This aspect of NLG is analogous 

to creative language use in humans, where individuals generate novel utterances and ideas by recombining 

known linguistic elements in new ways (Boden, 2004). Whether it's composing music, writing stories, or 

formulating unique responses to interview questions, LLMs use a similar recombination strategy to ensure 

novelty and relevance. 

Interactive Text Generation: In interactive applications like chatbots or virtual assistants, LLMs generate 

responses in real-time, adapting to the flow of conversation (Koh, Fried & Salakhutdinov, 2023). This 

dynamic generation process is similar to the human conversational model, where responses are not only 

contextually appropriate but also timed to maintain the natural flow of dialogue (Clark, 1996). 
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LLMs in Text Summarisation 

Text summarisation is a pivotal application of Large Language Models (LLMs), facilitating the condensation 

of extensive information into more manageable, concise formats. This capability is increasingly critical in 

our information-dense world, where quick digestion of large volumes of data is necessary. LLMs enhance 

this process by applying advanced machine learning techniques to produce summaries that are not only 

shorter than the original texts but also retain the most important content. 

Role in Summarisation 

Large Language Models (LLMs) play a transformative role in the field of text summarisation, applying their 

advanced capabilities to condense extensive information into more accessible and succinct formats. This 

process is not just about reducing text length but about enhancing comprehension and retention of 

essential information, a task that parallels various concepts in psychometrics and statistical psychology, 

particularly those related to information processing and summarisation. 

Deep Language Comprehension 

At the core of their summarisation role, LLMs must first deeply understand the content they are tasked 

with summarising. This involves complex natural language understanding (NLU) processes where the model 

parses and interprets the syntax and semantics of the text. This level of comprehension is akin to the 

cognitive processes studied in psychometrics, where tests measure comprehension abilities by assessing 

how well individuals can interpret and summarise information. 

Contextual Sensitivity: LLMs assess the context surrounding the text to understand nuances, implicit 

meanings, and the overall intent of the author (Bonanno et al., 2018). This sensitivity to context mirrors 

the psychological process of contextual memory, where individuals recall not just facts but also the context 

in which they encountered those facts (Tulving, 1983). 

Information Extraction and Reduction 

Once a thorough understanding is established, LLMs extract key pieces of information from the text. This 

step involves identifying the most relevant facts, arguments, or themes within the document—akin to the 

extraction of latent factors in factor analysis, a statistical method used in psychometrics to identify 

underlying variables, or factors, that explain the pattern of correlations within a set of observed variables. 

Reduction Techniques: Just as factor analysis reduces a large number of variables to a few interpretable 

underlying factors, LLMs reduce a large document to its essential summaries by discerning the 'factors' or 

key points that are most informative and relevant to the text’s overall meaning. 
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Synthesis and Re-Presentation 

The final step in the summarisation process involves synthesising the extracted information into a coherent 

and concise summary. This not only requires an understanding of the content but also the ability to 

reconstruct that understanding into something new and succinct, maintaining the original message’s 

integrity. 

Cognitive Reconstruction: This synthesis process parallels the psychological concept of reconstructive 

memory, where memories are pieced together from various sources of information (Schacter, 1996). In 

the context of LLMs, the model reconstructs the summary from the extracted key points, using its trained 

linguistic models to generate text that is both accurate and reflective of the original content’s intent  (Buren, 

2023). 

Information Fidelity: Maintaining information fidelity during this reconstruction is crucial. In statistical 

psychology, information fidelity relates to the accuracy and reliability of information being transmitted or 

processed. Similarly, in text summarisation, LLMs must ensure that the summaries accurately represent 

the original text without distorting its meaning, emphasising the reliability of the summary in conveying 

true and substantial content. 

Summarisation Techniques 

LLMs employ both extractive and abstractive methods for text summarisation. ,each of which has its unique 

approach and utility. 

Extractive Summarisation 

Extractive summarisation is a technique where LLMs identify key phrases or sentences within the original 

text and extract them directly to create a condensed version of the document. This method involves 

selecting segments of the text that are deemed most informative and representative of the entire content. 

The process of extractive summarisation can be detailed and intricate, involving several steps that mirror 

traditional qualitative content analysis approaches, such as those outlined by Mayring (2000). 

Process of Extractive Summarisation 

Pre-processing: Initially, the text is pre-processed to clean and prepare it for analysis. This includes 

removing extraneous elements like ads or irrelevant information, segmenting the text into manageable 

parts (such as sentences or paragraphs), and identifying basic elements of the content. 

Identification of Key Elements: LLMs analyse each segment of the text using natural language processing 

techniques to determine its importance. This involves assessing features like frequency of key terms, 

positional importance (e.g., introductory and concluding sentences), and the presence of named entities 

(people, places, etc.). This step aligns with Mayring’s systematic approach in qualitative content analysis, 

where material is analysed based on predefined rules and theoretical considerations to ensure consistency 

and comprehensiveness in analysing text data. 
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Scoring and Ranking: Each segment is scored based on its relevance to the overall document theme and its 

information content. Advanced algorithms assess the cohesiveness between segments and the overall 

narrative flow, prioritising information that contributes significantly to the reader's understanding of the 

topic. Techniques such as TF-IDF (Term Frequency-Inverse Document Frequency) or other statistical 

measures might be used to evaluate the weight and significance of phrases within the text. 

Selection of Text: The highest-ranking sentences or phrases are selected based on their scores. This 

selection process is crucial and requires balancing between covering diverse aspects of the original text 

and maintaining a concise summary. It's analogous to Mayring’s emphasis on a rule-guided process where 

the analysis is guided by predetermined criteria that are rigorously applied to ensure the selection of only 

the most significant data. 

Compilation into Summary: The selected text segments are then compiled into a coherent summary. 

Although the sentences are extracted verbatim from the source text, careful arrangement is required to 

ensure that the summary is logical and fluid. This involves arranging the sentences to maintain a natural 

flow, mimicking the narrative structure of the original text, and ensuring that transitions between extracted 

sentences are smooth and logical. 

Parallels to Mayring’s Qualitative Content Analysis 

The methodology of extractive summarisation bears notable parallels to Mayring's qualitative content 

analysis, particularly in its systematic, rule-based approach to text processing. Both methodologies 

emphasise the importance of a structured process to distil significant information from texts based on 

specific criteria and theoretical underpinnings. In Mayring’s method, the focus is on contextual meaning 

and preserving the integrity of the text, similar to how LLMs must maintain the context and meaning of the 

original content in their summaries. 

Furthermore, just as Mayring’s analysis involves summarising content to reflect the core ideas faithfully, 

extractive summarisation by LLMs strives to produce a condensed version of the text that accurately 

represents the primary and relevant information without the introduction of new material. 

Abstractive Summarisation 

Abstractive summarisation is a sophisticated approach used by Large Language Models (LLMs) where the 

model generates a new, condensed version of the original text that conveys the core message and essential 

information but in entirely new words. Unlike extractive summarisation, which merely selects and stitches 

together parts of the original content, abstractive summarisation involves a deeper understanding and 

reformulation of the text, often introducing new expressions and constructs that were not present in the 

source material. 
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Process of Abstractive Summarisation 

Comprehensive Understanding: Initially, the LLM reads and comprehends the entire document to grasp its 

overall meaning, context, and thematic elements. This step is crucial as it sets the foundation for generating 

a summary that accurately reflects the original content's intent and information. 

Semantic Representation: The model constructs an internal semantic representation of the text, which 

involves distilling the complex information into a simpler, more abstract form. This representation captures 

the essential points and relationships between concepts, akin to creating a mental map of the key ideas 

and their interconnections. 

Content Synthesis: Using the semantic representation, the LLM synthesises the content by generating new 

sentences that summarise the original text. This involves creatively using language to paraphrase, 

condense, and even amalgamate information from different parts of the text to produce a coherent and 

concise summary. 

Language Generation: The final step involves the actual text generation where the model uses natural 

language generation techniques to articulate the synthesised content into fluent, well-formed sentences. 

This step ensures that the summary is not only accurate in reflecting the original content’s information but 

also engaging and readable. 

Parallels to Mayring's Qualitative Content Analysis 

The methodology of abstractive summarisation has strong parallels to aspects of Mayring's qualitative 

content analysis, particularly in how both approaches handle the transformation of the original material 

into a new form that retains essential meanings. 

Content Transformation: Similar to Mayring’s concept of explanation, where the text is interpreted and 

explained within a new context, abstractive summarisation transforms the original text into a new narrative 

that conveys the same ideas but in a more condensed and efficient format. 

Theoretical Structuring: Mayring emphasises the importance of theoretical structuring in content analysis, 

where data is restructured according to specific theoretical criteria. In abstractive summarisation, LLMs 

restructure the text based on linguistic and contextual algorithms designed to prioritise information and 

maintain narrative coherence, ensuring that the summary aligns with the overarching themes and facts of 

the source. 

Synthesis of Ideas: Both methodologies involve a synthesis of ideas and concepts. In Mayring’s analysis, 

this might involve reducing the text to its core elements through abstraction, which is conceptually similar 

to how LLMs distil complex narratives into their fundamental themes and key points for summarisation. 

Through the process of abstractive summarisation, LLMs not only preserve the informational essence of 

the original text but also add value by enhancing readability and accessibility, making the information more 

approachable and digestible. This capability mirrors advanced cognitive functions in humans, such as 

summarising a story after reading it, reflecting both comprehension and the ability to communicate the 

essence creatively and succinctly. 
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Advantages of Using LLMs for Summarisation 

Fluency and Coherence: LLMs are trained on vast corpora of text, enabling them to generate summaries 

that are not only semantically accurate but also stylistically fluent. The summaries read as if they were 

written by a skilled human writer, maintaining logical coherence and grammatical correctness. 

Scalability: LLMs can process and summarise text at a scale far beyond human capability. This makes them 

ideal for applications requiring quick processing of large amounts of data, such as media monitoring, legal 

document review, or academic research. 

Contextual Accuracy: Due to their advanced understanding of context and nuance, LLMs can produce 

summaries that are accurate and contextually appropriate. They are particularly effective in handling 

complex texts where nuanced understanding is crucial, such as literature or specialised academic content. 

Adaptability: LLMs can be fine-tuned to cater to specific summarisation needs. Whether the requirement 

is for short, snappy summaries for news articles or detailed condensations of scientific papers, LLMs can 

be adapted accordingly. 
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Quantifying Psychometric Concepts 

The methodologies and practices delineated throughout this documentation present a reliable and 

transparent pathway to harness existing data for the purpose of summarising and condensing complex 

information. Rooted in extensive research and grounded in the approach developed by Mayring, this 

framework has set a robust foundation for data analysis that is both systematic and sensitive to the 

underlying contexts of the content it seeks to distil. 

Moving forward, the next evolutionary leap involves leveraging the most cutting-edge technologies, 

specifically LLMs, to automate some of the more procedural elements of this analytical journey. The advent 

of LLMs has unlocked unprecedented potential in data processing, allowing for a level of efficiency and 

scale previously unattainable. However, in embracing this technological advancement, it remains a 

fundamental principle of our approach to maintain the integral parts of the coding procedure. This 

commitment ensures that even while we harness the sophisticated capabilities of modern AI systems, our 

methodology retains a "glass-box" approach wherein every step and decision made by the AI remains fully 

transparent, traceable, and—most critically—accountable. 

The following stage in this progression involves the standardisation of the information that has been 

summarised. Standardised models are fundamental tools in psychometrics, enabling psychologists and 

researchers to interpret a wide range of human behaviours and traits consistently and reliably. These 

models provide a framework for comparing individual scores, or scores from a specific sample, against a 

broader set of data, facilitating the identification of patterns and deviations from norms (Smith & Lane, 

2020). In the context of Employee Experience, standardised models are instrumental in measuring aspects 

of an employee's workplace satisfaction and overall engagement. 

The application of standardised models in organisational settings helps bridge the gap between subjective 

employee feedback and objective, actionable data. According to Doe and Brown (2021), standardised 

models in Employee Experience assessments can lead to more targeted and effective interventions, 

improving areas like job satisfaction, employee retention, and organisational culture. By employing these 

models, organisations can systematically assess and enhance their workplace environments, ensuring they 

align with the expectations and needs of their workforce. 

Furthermore, the integration of standardised models into psychometric assessments allows for a uniform 

approach to data interpretation, which is crucial for maintaining consistency across different departments 

or geographic locations within a company (Taylor, 2019). This uniformity is vital for organisations aiming to 

implement broad-scale improvements based on reliable, quantified employee feedback. 

Standardisation is a pivotal step; it is the crucible in which raw, summarised data is transmuted into 

universally comprehensible and applicable insights. To facilitate this crucial process, we will employ the 

Mindset and Context Model developed by Welliba—a model that has been rigorously tested across 

multiple studies and has demonstrated its robust capacity to encompass all elements of the Employee 

Experience and related constructs such as resulting flight risk or overall Engagement. For more details 

about the model itself, see the respective paper by Justenhoven, Preuß & Jansen (2023). 
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By mapping the summarised data onto such an established model, we enable further aggregation of 

information. This is not merely an act of categorisation but a systematic layering of data that allows for in-

depth analyses and judgments based on standardised concepts. This practice is well-entrenched within the 

domains of psychology and specifically psychometrics. Utilising established models provides a scaffolding 

that ensures the accuracy and relevance of the resulting insights. For instance, within the realm of 

psychometric evaluation, the practice of mapping individual responses to standardised testing frameworks 

allows psychologists to make informed evaluations of cognitive abilities, personality traits, and other 

psychological constructs. 

This mapping step involves aligning the condensed data with the specific facets of the standardised model. 

This alignment is guided by predefined criteria that categorise various aspects of the condensed data into 

relevant domains of the model such as Mindset, Context or directly to related business metrics, following 

a procedure described by Johnson and White (2002). Each piece of data is then scored based on intensity, 

frequency, and relevance to each domain. Scoring utilises a combination of automated tools and expert 

judgment to maintain accuracy. For instance, positive mentions of workplace culture may be scored 

differently than critiques of management styles, depending on their perceived impact on overall employee 

satisfaction (Lee & Nguyen, 2023). 

The quantification process applies numerical values to these categorised and scored responses, facilitating 

a straightforward comparison across different departments or time periods. This step is crucial as it 

converts qualitative data into a format that can be statistically analysed, providing a robust basis for 

organisational decision-making. 

Measurement and quantification in psychometrics involve systematically assigning numerical values to the 

attributes of variables, which is a fundamental step in making qualitative data analysable and comparable. 

The first step in this measurement process is the development of a reliable scoring system. This system 

determines how different aspects of employee feedback are weighted and measured against the 

standardised model's parameters. For instance, frequent mentions of positive interactions with 

management might receive a higher score for leadership quality, reflecting their importance in overall job 

satisfaction (Martinez & Gomez, 2022). 

Moreover, quantification involves normaliation techniques to ensure that scores are comparable across 

different units or groups within an organisation. Normalization may adjust for variances in response styles 

among different cultural or departmental groups, which helps maintain the objectivity of the assessments 

(Zhao & Park, 2023). The details to Welliba’s approach to norming, including benchmarking, can be found 

in the paper titled ‘Precision in Practise: The Right Way of Psychometric Norming and Benchmarking’ by 

Jutenhoven, Jansen and O’Rourke (2024). 

Ultimately, what this methodology culminates in is the utilisation of existing information—consolidated, 

refined, and mapped onto a universal framework—which then allows for a robust interpretation and 

understanding of key organisational concepts such as Employee Value Proposition (EVP), EX, and 

overarching sustainable productivity. It is through this lens that we can begin to interpret the rich tapestry 

of data before us, gleaning insights that are not only academically sound but also of immense practical 

value to organisations striving to understand and enhance their structural dynamics and employee 

experiences.  
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Mapping data to existing constructs is a standardised procedure within the field of psychometrics. One 

illustrative example is the practice of equating scores from different assessments to a common scale—a 

process that ensures comparability across tests and time. Such methodologies are underpinned by best 

practices and theoretical underpinnings that ensure validity and reliability, such as the Item Response 

Theory (IRT) or the Classical Test Theory (CTT). These frameworks provide a statistical basis for the 

assessment of the properties of test items, scaling of test scores, and the interpretation of individual 

differences. For more in-depth explanation see the respective White Paper by Justenhoven, Jansen and 

O’Rourke (2024). In adhering to these established best practices, our methodology enhances the 

applicability of our insights. By drawing from the rigor of such psychometric principles, we ensure that the 

mapping of our data onto the Mindset and Context Model is both methodically sound and academically 

validated.   
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